

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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N3LDG

A lightweight neural network libary based on dynamic graph for natural language processing (LibN3L-3.0)

To use this library, just include the directory in your code and call it by “#include N3LDG.h”

## Installation:
### Prerequisitions:
#### EIGEN
You can get EIGEN from http://eigen.tuxfamily.org/index.php?title=Main_Page
#### CMake
You can get CMake from https://cmake.org/install/
#### cuda
You can get cuda from https://developer.nvidia.com/cuda-80-ga2-download-archive

If you have any problem, please send an email to mason.zms@gmail.com
## Examples:
Some examples are realeased at:
* https://github.com/zhangmeishan/NNTranSegmentor
* https://github.com/yunan4nlp/N3LDGClassifier
* https://github.com/yunan4nlp/N3LDGSemiCRFSegmentation-SegDemo

for cuda usage, see:
* https://github.com/chncwang/news-title-classification
## Authors:
Zhang Meishan, Li Zhenghua, Wang Qiansheng, Yu Nan





            

          

      

      

    

  

    
      
          
            
  # CNMeM Library

Simple library to help the Deep Learning frameworks manage CUDA memory.

CNMeM is not intended to be a general purpose memory management library. It was designed as a simple
tool for applications which work on a limited number of large memory buffers.

CNMeM is mostly developed on Ubuntu Linux. It should support other operating systems as well. If you
encounter an issue with the library on other operating systems, please submit a bug (or a fix).

# Prerequisites

CNMeM relies on the CUDA toolkit. It uses C++ STL and the Pthread library on Linux. On Windows, it uses
the native Win32 threading library. The build system uses CMake. The unit tests are written using
Google tests (but are not mandatory).

## CUDA

The CUDA toolkit is required. We recommend using CUDA >= 7.0 even if earlier versions will work.
* Download from the [CUDA website](https://developer.nvidia.com/cuda-downloads)
* Follow the installation instructions
* Don’t forget to set your path. For example:



	CUDA_HOME=/usr/local/cuda


	LD_LIBRARY_PATH=$CUDA_HOME/lib64:$LD_LIBRARY_PATH







# Build CNMeM

## Grab the source


% cd $HOME
% git clone https://github.com/NVIDIA/cnmem.git cnmem




## Build CNMeM without the unit tests


% cd cnmem
% mkdir build
% cd build
% cmake ..
% make




## Build CNMeM with the unit tests

To build the tests, you need to add an extra option to the cmake command.


% cd cnmem
% mkdir build
% cd build
% cmake -DWITH_TESTS=True ..
% make




## Link with CNMeM

The source folder contains a header file ‘include/cnmem.h’ and the build directory contains the
library ‘libcnmem.so’, ‘cnmem.lib/cnmem.dll’ or ‘libcnmem.dylib’, depending on your operating
system.
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